
Linear Algebra Part II Problems

Instructor: Girish Varma IIIT Hyderabad

1 Linear Algebra Basics

1.1 Boolean Function Spaces

Let F2 be the field of two elements {0, 1} where addition is mod 2 and multiplication is
AND. Fn

2 is the n dimensional vector space over F2 consisting of n tuples of F2. Let F be
the set of all functions with domain Fn

2 and codomain F2. It is easy to verify that F is a 2n

dimensional vector space over F2 with the natural scalar multiplication and vector addition
( mod 2). Assume n ≥ 2.

a.) For any subset S of {1, · · · n}, let PARITYS : Fn
2 → F2 ∈ F be defined as:

PARITYS(x) =
⊕
i∈S

xi.

For S = ∅, define PARITYS(x) = 1 (constant 1 function). Show that the following set
of 2n parity functions are linearly dependent:

{PARITYS : S ⊆ {1, · · · , n}}

b.) For any subset S of {1, · · · n}, let ANDS : Fn
2 → F2 ∈ F be defined as:

ANDS(x) =
∧
i∈S

xi.

For S = ∅, define ANDS(x) = 1 (constant 1 function). Show that the following set of
2n functions forms a basis for F :

{ANDS : S ⊆ {1, · · · , n}}

1.2 Infinite Dimensional Vector Spaces

a.) Consider the set of all functions with domain R and codomain R as a vector space
over R. Define a set of basis functions. Are they countable or uncountable? If so
why?

b.) Consider R as a vector space over the field Q (rational numbers). Is there a basis set
for the above vector space that is countable. (Remember countable and uncountable
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sets from your discrete math course). Explain why?

1.3 Rank over different Fields

Let K, F be fields such that F ⊂ K and the addition, multiplication operations in F is
the same as that in K. For example K can be R and F can be Q (or C, R respectively).
Fn×m is the set of n × m matrices with entries in F. For any matrix M ∈ Fn×m, we
can define rank with respect to F as well as K. The rank with respect to K denoted by
rankK(M) = dim(spanK(columns(M))) where spanK(S) denotes the vector space spanned
by S by taking linear combinations with scalars from K. Similarly we define rankF(M).

a.) Show that for M ∈ Fn×m, rankF(M) = rankK(M).

b.) Given a binary matrix M ∈ {0, 1}m×n, show that rankR(M) ≥ rankF2(M). Note that
addition and multiplication over F2 is different from R. rankR, rankF2 are defined
as earlier with the respective definition of addition and multiplication in R, F2 (ie
normal arithmetic and mod 2 arithmetic).

1.4 Help Alice & Bob Communicate

Alice and Bob needs to compute a known function f : {0, 1}n × {0, 1}n → {0, 1}. They
know the function beforehand and can agree upon a plan. Later Bob will go to Mars. Then
both of them will be given some x, y ∈ {0, 1}n (not known beforehand) respectively and
Alice will be allowed to sent a message to Bob. Alice will have access to only x, Bob will
have access to only y and they do not know the other persons input. Every bit of message
Alice communicates is expensive. After getting Alice’s message Bob should be able to find
out f (x, y).

Let M ∈ {0, 1}2n×2n
(binary matrix) be defined as Mi,j = f (bin(i), bin(j)), where bin(i)

is the n bit binary representation of i (0 ≤ i, j < 2n). Can you design a protocol for them
such that Alice only needs to sent rankF2(M) bits of communication?

cba
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2 Eigenvalues & Diagonalization Assignment 4

2.1 Random Walks submit

Consider an undirected graph G = (V, E) without any isolated vertices, where V is a set of
n nodes and

E ⊆ {{a, b} : a 6= b and a, b ∈ V}

is a set of edges. The random walk matrix of G is a matrix M defined by

Ma,b =

1/db if {a, b} ∈ E

0 otherwise
where a, b ∈ V and db = |{{a, b} ∈ E : a ∈ V}|

db is called the degree of the vertex b.

a.) Show that if λ is a real eigenvalue (∈ R) of M then −1 ≤ λ ≤ 1.

Hint1Needtousethefactsthata.)eigenvaluesofM=eigenvaluesofMTb.)columns
ofMsumupto1.ConsideraneigenvectorvofλofMT.Letibethecoordinateofv,
whichhasthehighestabsolutevalue.Thiscoordinateisgoingtobecrucialfortheproof
towork.

b.) Show that the column vector v defined by va = da/(∑b∈V db), ∀a ∈ V is an eigenvector
of M with eigenvalue 1. That is Mv = v, for any graph G.

c.) Show that the maximal number of linearly independent eigenvectors with eigenvalue
1 is equal to the number of connected components in G.

d.) Show that −1 is an eigenvalue of M if and only if G is a bipartite graph.

Hint2TrytoshowthatLHS⇒RHSandRHS⇒LHSseparatelyforthelasttwo
questions.

2.2 Polynomials submit

Let Pn be the set of polynomials (on one variable) of degree less than n. As you know
p ∈ Pn, can be written as a linear combination of the standard monomial basis as follows
p = ∑n−1

d=0 pdxd, where pd’s are coordinates with respect to this basis.

a.) For any polynomial q ∈ Pn (having coordinates q0, · · · qn−1 in standard monomial
basis), define the function Tq : Pn → P2n−1, which maps p 7→ q× p (ie. polynomial
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multiplication). Is Tq a linear transformation? If so what is the matrix of the transfor-
mation in the standard monomial basis ie {1, x, x2, x3, · · · , xn−1}? Give the formula
for each entry of the matrix for general n, in the standard monomial basis.

b.) Let n = 4. Consider the change of basis, which maps the dth standard basis to the
column vector [1, ωd, ω2·d, ω3·d], where ω = ei· 2π

4 (a complex number; i =
√
−1). What

is the matrix of Tq with respect to this basis? What is the change of basis matrix for
changing coordinates from this new basis back to the standard monomial basis?

2.3 Invarience of Eigenvalues submit

a.) Let M ∈ Rn×n. We can define eigenvalues from the left and the right as follows. λ

is left eigenvalue of M iff there exists a nonzero row vector v, such that vM = λv.
Similarly λ is a right eigenvalue of M iff there exists a nonzero column vector v, such
that Mv = λv.

• Show that the set of left eigenvalues and right eigenvalues of any matrix are
equal.

• Are the left and right eigenvectors (similarly defined) the same (by taking trans-
pose)?

b.) Let M, M′ be matrices corresponding to the same linear operator T : V → V (V is
a n dimensional vector space over some field) with respect to different basis. Also
assume that T is a rank n operator and M has n eigenvalues λ1, · · · , λn.

• Show that set of eigenvalues of M is equal to the set of eigenvalues of M′.

• Show that det(M) = det(M′) = ∏n
i=1 λi.

• Define trace of a matrix, as the sum of diagonal entries. ie trace(M) = ∑n
j=1 Mjj.

Show that trace(M) = trace(M′) = ∑n
i=1 λi.

cba
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3 Norms & Inner products Assignment 5

3.1 An Orthonomal Basis for Boolean Functions

Consider the set of functions with domain {+1,−1}n and range R. Observe that it is a
vector space over R of dimension 2n. Consider the inner product and norm defined by

〈 f , g〉 = 1
2n ∑

x∈{+1,−1}n

f (x)g(x) and ‖ f ‖ =
√
〈 f , f 〉.

a.) Define the following set of functions,

{χS}S⊆{1,··· ,n} where χS(x) = ∏
i∈S

xi.

For S = ∅, χS is the constant 1 function. Show that these functions form an orthonor-
mal basis under the inner product defined.

b.) Let f be any function in this space with range {+1,−1} such that

f = ∑
S⊆{1,··· ,n}

f̂SχS where ∀S ⊆ {1, · · · , n}, f̂S ∈ R

That is ( f̂S)S⊆{1,··· ,n} are the coordinates with respect to the χS basis. Show that

∑
S⊆{1,··· ,n}

( f̂S)
2 = 1.

3.2

Question 5, Review Problems 14.7, page 274 in
[CDTW].

3.3

Question 14, Review Problems 14.7, page 276 in
[CDTW].
There is a typo in the question. V = Span{sin(t), sin(2t), sin(3t), sin(4t)}.
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4 Deep Quiz 2

4.1 Fixed Points

Let M be a matrix given by (
3 2
2 3

) (
5 4
4 5

)

Given any vector v(0) =

(
x(0)
y(0)

)
, we can create an infinite sequence of vectors v(1), v(2), · · ·

by using the rule
v(t + 1) = Mv(t) for all natural numbers t

a.) Find all vectors v(0) such that

v(0) = v(1) = v(2) = v(3) = · · ·

b.) Find all vectors v(0), such that v(0), v(1), v(2), v(3), · · · , belongs to a 1 dimensional
subspace.

4.2 Commuting Matrices

Let A, B be commuting matrices of dimension n × n (ie AB = BA) and suppose A is
diagonalizable with n distinct eigenvalues.

a.) Show that of v is an eigenvector of A with eigenvalue λ, then Bv is also an eigenvector
of A with eigenvalue λ.

b.) Show that if v is an eigenvector of A, the v is also an eigenvector of B. Should the
eigenvalues be the same?

c.) Explain why the above implies that there is a single change of basis such that A, B are
both diagonal in the same basis.

4.3 Decomposition

a.) Let Q be an n× n orthonormal matrix (columns form an orthonormal basis). For any
vectors v, u ∈ Rn, show that

u · v = (Qu) · (Qv) (dot product)

cba
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b.) Let {u1, · · · un} be column vectors ∈ Rn (ie n× 1 dimensional) that are orthonormal.
Suppose M ∈ Rn×n (n× n dimensional matrix) defined by:

M =
n

∑
i=1

αiuiuT
i where αi are scalars.

Note that uiuT
i are n× n dimensional. What are the eigenvectors and eigenvalues of

M? (need to explain why)

cba
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5 Spectral & SV Decomposition’s Assignment 6

5.1 An Equivalence

Let M ∈ Rn×n be a symmetric matrix. Show that the following statements are equivalent:

• ∀v ∈ Rn, vT Mv ≥ 0.

• All eigenvalues of M are ≥ 0.

• ∃B ∈ Rn×n, M = BTB

Hint3Showingequivalenceofsaythreestatementsie.(1)⇐⇒(2)⇐⇒(3),isthesame
asshowing(1)⇒(2)⇒(3)⇒(1).

5.2

Question 3 in Review Problems 15.1 in [CDTW].

cba
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6 Deep Quiz 3

6.1

Suppose u1, · · · , un ∈ Rn be orthonormal vectors. They can be considered as column
vectors with dimension n× 1 naturally. Show that

n

∑
i=1

uiuT
i = I

where I is the n× n identity matrix.

6.2

Suppose A, B ∈ Rn×n such that AB = BA and A, B be diagonalizable matrices with n
distinct eigenvalues λ1, . . . , λn and γ1, . . . , γn respectively. Show that the eigenvalues of the
matrix A2 + AB + B2 are

λ2
1 + λ1γσ(1) + γ2

σ(1), λ2
2 + λ2γσ(2) + γ2

σ(2), · · · , λ2
n + λnγσ(n) + γ2

σ(n)

where σ is a permutation of {1, . . . , n} (a one-one, onto function, with same domain
and range).

6.3

Suppose U be an n dimensional vector space and let V, W be subspaces of U such that
U = V ⊕W. Let V′ be another subspace of U such that dim(V′) > dim(V). Show that the
set V′ ∩W has a nonzero vector.

Hint4ExpressthebasisvectorsofV′intermsofbasisvectorsofV,W.

cba

https://creativecommons.org/licenses/by-sa/4.0/

	Linear Algebra Basics
	Boolean Function Spaces
	Infinite Dimensional Vector Spaces
	Rank over different Fields
	Help Alice & Bob Communicate

	Eigenvalues & Diagonalization Assignment 4
	Random Walks submit
	Polynomials submit
	Invarience of Eigenvaluessubmit

	Norms & Inner products Assignment 5
	An Orthonomal Basis for Boolean Functions
	
	

	Deep Quiz 2
	Fixed Points
	Commuting Matrices
	Decomposition

	Spectral & SV Decomposition's Assignment 6
	An Equivalence
	

	Deep Quiz 3 
	
	
	


